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Notes.

1. The hooklengths appear as exponents.
2. Han's proof is algebraic. Our proof is probabilistic.
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(c) With Carla Savage, we are considering probabilistic proofs of $q$-hooklength formulas of Björner and Wachs and $q, t$-analogues of Novelli and Thibon.
(d) Han also proved the following result.

Theorem (Han, 2008)
For any $n$,

$$
\sum_{T \in \mathcal{B}(n)} \prod_{v \in T} \frac{1}{\left(2 h_{v}+1\right) 2^{2 h_{v}-1}}=\frac{1}{(2 n+1)!}
$$

Is there a probabilistic proof?
(b) One can also generalize Han's formula and the probabilitic proof by considering $n$-vertex subtrees of a given infinite tree.
(c) With Carla Savage, we are considering probabilistic proofs of $q$-hooklength formulas of Björner and Wachs and $q, t$-analogues of Novelli and Thibon.
(d) Han also proved the following result.

Theorem (Han, 2008)
For any $n$,

$$
\sum_{T \in \mathcal{B}(n)} \prod_{v \in T} \frac{1}{\left(2 h_{v}+1\right) 2^{2 h_{v}-1}}=\frac{1}{(2 n+1)!} .
$$

Is there a probabilistic proof? Note that if $\hat{T}$ is the completion of $T$, i.e., $T$ with all possible leaves added, then

$$
f^{\tau}=\frac{(2 n+1)!}{\prod_{v \in T}\left(2 h_{v}+1\right)} .
$$

(b) One can also generalize Han's formula and the probabilitic proof by considering $n$-vertex subtrees of a given infinite tree.
(c) With Carla Savage, we are considering probabilistic proofs of $q$-hooklength formulas of Björner and Wachs and $q, t$-analogues of Novelli and Thibon.
(d) Han also proved the following result.

Theorem (Han, 2008)
For any n,

$$
\sum_{T \in \mathcal{B}(n)} \prod_{v \in T} \frac{1}{\left(2 h_{v}+1\right) 2^{2 h_{v}-1}}=\frac{1}{(2 n+1)!} .
$$

Is there a probabilistic proof? Note that if $\hat{T}$ is the completion of $T$, i.e., $T$ with all possible leaves added, then

$$
f^{\mathcal{T}}=\frac{(2 n+1)!}{\prod_{v \in T}\left(2 h_{v}+1\right)} .
$$

(e) What is the analogue for tableaux of Han's formulas?

